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Orientation / Background
Security that is not enabling, is not useful to achieving the mission of the enterprise  

Securely bringing the work to the right people and systems independent of geographic 
location and time is an industry need

Information at the “atomic level” must be securely accessible in right time by the right 
person or system in order to accomplish mission of the enterprise

The most pervasive technologies are not proprietary technology or solutions

There is great power in the fact that we expanding connectivity to control systems 
however there is  increased potential of increasing risk 

In many enterprises such as ours, we operate under fundamental tenants where there 
is no compromise to Safety, Health, Environment, Security (SHES)… Nobody gets hurt! 

Certainly the issues to address and solve the above are not going to be solved within 
this 105 minute panel session.

The Industrial Network Design Panel will address two topics
− Network Segmentation
− Legacy and Mobile End Devices 

We have two of the largest network security solution providers on the panel to offer 
current technology solutions that we can use to address some of these concerns

Craig Schiro (ExxonMobil)
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Session Objectives: 

Using a cross-sector end-user group alongside 
solution providers drive towards understanding 
common design elements applicable to ICS networks.

Using this panel session, demonstrate the value of 
cross-sector end-user, solution provider collaboration by 
working a limited set of topics as a sample. 

Stimulate interest in continuing the collaboration on 
other related topics through a PCSF supported 
Working Group

Craig Schiro (ExxonMobil)
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Agenda 
Introduction (Craig Schiro) - 10 minutes

Panel Discussions – 50 minutes  
− Topic #1, Network Segmentation - 15 minutes

Eric Cosman, ChemITC Survey
Jules Vos & Steve Venema 

− Topic #2, Legacy and Mobile End Devices - 15 minutes
Larry Spoonemore & Raphael Pereira 

− Solution provider input - 20 minutes, 10 apiece
Serhii Konovalov (Cisco)
Steve Hargis (Enterasys)

Audience driven panel Q&A – 40 minutes

Wrap up and next steps – 5 minutes
− Propose next step options to continue this collaboration and dialogue 

(PCSF Working Group?), future vision (IETF)

Craig Schiro (ExxonMobil)



Eric Cosman 
(Dow)
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Purpose

Survey ChemITC members and others to collect 
information on their experience with network 
separation

Identify lessons learned, challenges faced and 
general trends

Basic questions:
− Are companies practicing network separation?
− If so, what are the results?

Eric Cosman (Dow)
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Survey Design

Fourteen questions in three categories
− Network separation practices
− Program status
− Operation and support
− Assessment of results

Eric Cosman (Dow)
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Response

Thirty responses received
− 15 identified as ChemITC members
− 6 from other organizations
− 9 unspecified (early responses)

Response rate compares favorably to number 
sent

Eric Cosman (Dow)
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Selected Results

Eric Cosman (Dow)
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Network Separation Devices
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Implementation Status

More than 60 percent 
of respondents 
indicate program is 
75 to 100 percent 
complete

Only 20 percent show 
a program in the early 
stages

76% to 100%
19 responses

0 to 25%
4 responses

26% to 50%
2 responses

51% to 75%
4 responses

Eric Cosman (Dow)
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Zone Types
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Process Control Support

Less than 25 percent use 
the Central IT organization

30 percent use site 
personnel

30 percent share 
responsibility between IT 
and Engineering

Who is primarily responsible for the support of the systems used in process control?

Shared between IT 
and Engineering

9 responses

Local personnel
9 responses

Other
2 responses 

Another Central 
Organization
3 responses

Central IT
7 responses

Eric Cosman (Dow)
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Rule Approval

Much more diversity in 
approach

Less than 50 percent 
place this responsibility 
with their central IT 
organization

Who is primarily responsible for approving the rules 
or policies that are used on your network separation 

devices?

Local personnel
6 responses

Other
8 responses

Central organization 
other than IT
2 responses

Central IT
13 responses

Eric Cosman (Dow)
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Remote Access
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Thank You

Look for more information at
http://www.chemicalcybersecurity.com

Eric Cosman (Dow)



End Users Requirements

Jules Vos
Shell
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Production backbone
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Jules Vos (Shell)
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• Objectives shall be an integrated process control domain. So 
mandatory business and IT principles shall be defined and 
communicated to vendors
• Vendors shall be able to seamlessly integrate into the end-user 
infrastructure without a duplication of functionality and services. 
• Minimum access: User, system and application access to any 
components within the PCD shall only be allowed for which they 
have explicit access privileges. 
• Consider logical separation of groups of systems within the 
process control domain

• to reduce the impact of security incidents
• to protect against hopping
• to separate system responsibility

• Physical separation of control and safety systems
• Design shall take system, function and data criticality into 
account.
• Include all business critical systems such as DCS, SIS, SCADA, 
metering, electrical, vibration monitoring, rotating, subsea, QMI, 
Data Hist, Asset man. Etc.

Architecture design criteria

The majority of remediation work includes processes and procedures 

Jules Vos (Shell)
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• IT security awareness for all control domain users
• Embedding of Data Acquisition and Control Architecture 
(DACA) in all (system) lifecycle stages

• Design – services – applications -infrastructure
• Implementation – hardening – malware prot.
• Testing – vulnerability check
• Operation – patch/virus mngt – portable media – changes 
– backup and recovery
• Demolition – destruction of sensitive data

• Avoid publication of sensitive information
• Topology – IP address – Model code’s

• Excellent security governance
•Quick and strict response to new vulnerabilities

System security…the lifecycle approach

Jules Vos (Shell)
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• Less security issues 
to be addressed 

Costs / Effort (€/$)

SAL1

SAL2

SAL3

SAL4

SAL5

• Manual Security 
Maintenance

• Central Anti-Virus
• Remote Access with PCDP

• Patch Management

• Centralized Backup & Restore

• Vendor able to provide security support of 
other vendor systems

• Manpower high, both on management as well as maintenance 
• All locations have to be visited regularly, i.e. high impact on traveling & less safe!
• High administrative overhead

• Remote access to locations possible
• Less security issues to be addressed
• Less traveling, more safe and faster response.

• Time saving backups
• Less security issues to be addressed

• Multiple vendors can be managed
and is outsourced

• Less security issues to be addressed     

• Hardening PCD hardware and software

• Future: To be defined later (maybe IDS/IPF in PCD, 
intrinsically secure systems)

Total Costs of Ownership/year to be DACA Compliant
Costs savings/yr

due to SAL

Compatibility 
(Vendor effort)
80-90 % CAPEX

Compatibility 
(Vendor effort)
80-90 % CAPEX

Compliance - Compatible
(Shell effort)

80-90 % OPEX

Compliance - Compatible
(Shell effort)

80-90 % OPEX

Compliance
According to ITCI-117 

(Shell Security Requirements)

Compliancy and vendor capability
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Jules Vos (Shell)



SCADAnet
Overview

Steven C. Venema
Boeing
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Corporate Intranet

SCADA Connectivity Problem Statement

• Need for reduced wiring plant costs implies no more parallel networks
• Need for wireless connectivity implies centralized spectrum management
• Need for standard network capabilities like DHCP, DNS, 802.1x, etc.

So what’s the problem ??

We have little or no power to improve this in the near term due to
long product life cycles (decades!) and current industry practices

** Need to work this in the Standards communities **
** Need a scalable interim solution **

Steven Venema (Boeing)
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SCADA Connectivity Goals
1. Leverage standards-based enterprise LAN/WLAN infrastructure

− Minimize use of non-standard connectivity infrastructure

2. Provide data isolation “Enclaves” for SCADA device groups
− Address the weak security posture of legacy/new SCADA equipment

3. Enable process owners to rapidly deploy and alter SCADA 
connectivity
− Maximize flexibility, minimize IT and facility impacts

4. Allow for flexible mixture of network technologies 
− Wired & wireless, private and shared links, link redundancy

Steven Venema (Boeing)
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High-level SCADAnet Architecture

Enterprise Network (EN)

SNGW

SCADAnet 2 SCADAnet 1SCADAnet 1

• Gateways contain SMA Implementation, including
• Enterprise PKI Certificates
• LAN and WLAN (WEP or WPA authentication)
• Directory-based configuration and connection policy

• EN sees Gateways as standard wired/wireless clients
• SCADA device traffic appears as encrypted IPSEC packets between Endboxes

• SCADA devices in a given enclave live on a private, isolated virtual network
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RRA Boundary

Steven Venema (Boeing)
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Example: Local assembly cell with remote 
monitoring

Hard real-time requirements use local connectivity

SNGW

SNGW

Logical SCADAnet Enclave

Enterprise Network

Steven Venema (Boeing)
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Internal Implementation Status
Using 777 F/A as a pilot program

− 9 “Crawlers”, F/A tug, Integrated Control System (ICS)
− Using both wired & wireless LAN’s, Enterprise PKI
− Enterprise directory interfaces in work

SNGW

Steven Venema (Boeing)



Legacy and Mobile Devices

Larry Spoonemore 
Southern Company
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TIMELINE

PAST PRESENT FUTURE

MINIMAL SECURITY:

…

BETTER SECURITY:

.

IMPROVED SECURITY:

.

THE JOURNEY: The Evolution of Securing Process Control 
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Larry Spoonemore – Southern Co.
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MINIMAL SECURITY

WORKSTATIONS CONTROLLERS
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1 - Business To Control Network

2 – Gateways

3 – Unmanaged devices/systems

AntiVirusPatching

Account Mgt.

Larry Spoonemore – Southern Co.
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BETTER SECURITY

WORKSTATIONS CONTROLLERS
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1 – DMZ (control network)

2 – Access Controls (Firewalls)

3 –Access Point Hardening

Larry Spoonemore – Southern Co.
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IMPROVED SECURITY

WORKSTATIONS CONTROLLERS

PRINTERS
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1 – Improved Segmentation
2 – Improved Access Controls
3 – Improved Authentication Mgt.
4 – Intrusion Prevention
5 – Virtual LANS & Virtual Machines
6 – Security Event Monitoring

VLAN 1

VLAN 2

VIRTUAL

MACHINE

Control 
Device

IPS

Larry Spoonemore – Southern Co.
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TIMELINE

PAST PRESENT FUTURE

THE JOURNEY: The Evolution of Securing Process Control 
Networks

What is the Message?
1. Segmentation & Security-In-Depth are good, but not enough

2. Control Vendors: Provide hardened systems with secure access

3. Solution Providers: Security management controls can not rely on know 
vulnerabilities

4. Process Control Community: Partner with control vendors, solution 
providers, and Government. To meet this challenge we must join forces.

Larry Spoonemore – Southern Co.



Legacy and Mobile Devices

Raphael Pereira
Chemtech
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Legacy and Mobile Devices

Devices are very vulnerable to network attacks like  spoofing, 
replay attacks, buffer overflow and other common attacks. 

− How could we could restrict packages send to devices? 
− How could we protect the interception and changes on data send by 

devices to SCADA systems?

Devices requires a real-time networking. 
− How this could be addressed in a TCP/IP networking? 
− And protocols like STP and rapid STP, Are you planning a new one to 

attend this requirements?

Its normal the use of  RAS solutions with serial protocols and 
others to devices send messages to a communication server and 
than to SCADA. 

− How could we address security to this communication?
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Legacy and Mobile Devices

End-users (water sector and metals and mining) are using Wireless (GPRS, 
EDGE and 802.11) to take data from mobile equipments, to advance your 
technology and to remove serial campus communications. 

− How could we address information security?

It’s normal to find in field network old devices (20, 10 and 5 years old) 
integrated with new devices. 

− How could we design the networking for this scenario?

MTU systems normally are older systems.
− How could we protect MTU Systems?

Scada devices normally don’t have a strong authentication feature and this 
could permit an attacker to connect and change logics. 

− How could we protect unauthorized access to SCADA devices networking? 
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Legacy and Mobile Devices

Are the weakest link of the control process
− Live in external areas
− Use older protocols 
− Proprietary systems 

Responsible for all field information collection
− SCADA and Engineer believes in information sent by devices
− Devices information is correlated in Control systems

What could happen if someone intercept some of devices 
traffic and changes the values. 
Is the control system identified that? And OCS? What could 
happen with the process?
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Legacy and Mobile Devices
- How could we could restrict packages send to devices? (Focus protect to spoofing, replay 
attacks, buffer overflow and other common attacks the devices may be unprotected)

- Devices requires a real-time networking, with a expected behavior. How this could be 
addressed in a TCP/IP networking? And protocols like STP and rapid STP, Are you planning a new 
one to attend this requirements?

- Its normal the use of  RAS solutions with serial protocols and others to devices send 
messages to a communication server and than to SCADA. How could we address security to this 
communication?

- End-users (water sector and metals and mining) are starting to use Wireless (GPRS, EDGE 
and 802.11) to mobile equipments and to substitute serial campus communications. How could we 
address information security?

- Its normal to find in campus networking devices with 20, 10 and 5 years old integrated with 
new devices. How could we design the networking for this scenario?

- How could we protect MTU Systems?

- Scada devices normally don’t have a strong authentication feature and this could permit an 
attacker to connect and change logics. How could we protect unauthorized access to SCADA 
devices networking? 
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Solution provider input - 20 minutes, 10 apiece

Technology Solutions
− Serhii Konovalov Cisco 

− Steve Hargis Enterasys Networks



Industrial Network Design Panel Session 
Network Solutions

Serhii Konovalov
Cisco
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Segmentation Type: Physical

− Physical

− PHY (DWDM, CWDM, SDH)

DWDM

SCADA Network A

SCADA Network B

Out-of-band management

Other Services

Control Net A

Control Net B

Corporate WAN: 10 GE

Video Surveillance: GE

Serhii Konovalov (Cisco)
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Segmentation type: Logical
Layer 2: 802.1Q, VACL

Layer 3: VRF-Lite (Virtualized Router)

Security Services: 
− Virtualized Firewalls/IPS/VPN Concentrators

Role-based segmentation

Wireless: SSID, VLANs

VNET tag 802.1q

Virtual Router B 

Virtual Router A

Video/Voice

SCADA
DATA NET

Virtual Router C 

Serhii Konovalov (Cisco)
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Physical Segmentation

Safety
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Control
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Control Net A

Control Net B

Serhii Konovalov (Cisco)
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Logical Segmentation
Advanced Alarm 

Management

L2 Policy LAN

Embeded
Webs

Machinery 
Servers

L2 Policy LAN--  Small Package LAN 
Subnet

L2 Policy LAN — Utilities and other 
systems subnet

 (Vessel Management, Subsea etc.)

Time 
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Event
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 Asset Mgt

Instrument Asset
MGT

Control Zone Net
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Control Zone 
Segmentation

Control Zone Core

ASAs
Control Zone 
Segmentation

Control Zone Net

Unified 
industrial 
Wireless 

Infrastructure

Serhii Konovalov (Cisco)
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Role based Segmentation (NAC)

Safety

Safety Safety Eng .

Control
Processor

Control

OPC DA

HMI (s)

ICSS Domain

MGMT

NAC (Out-of-Band)

Alarm reporting 
Systems

(Cisco MARS)
Cisco ACS

Control Zone Core

SIS

Cisco CSM

Control Net A

Control Net B

Serhii Konovalov (Cisco)
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Wireless Segmentation
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Serhii Konovalov (Cisco)
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Putting it Together
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A Policy-Based Network Maximizes 
Communications 

The policy-enabled network understands context
− Who, want, where, when, etc.
− This context can be used to allow or restrict communications in the 

network in a granular fashion

Segmentation is logical – and controlled from a centralized 
policy management console

− Maintains security with boundaries for communications – while 
leveraging a common physical infrastructure

Enables secure and deterministic communications!
− Business justified communications – process enablement.

Steve Hargis (Enterasys Networks)
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Applying a Policy Framework to Process 
Control Networks

Data
Acquisition Server

Data
Collection Control and 

Safety 
Information

Equipment
Health System

Historian

Allow Necessary Protocols
- MOD/TCP Port 502
- SOAP/XML
- Telnet
- Binary Port 4840 

Deny Unnecessary Protocols
- HTTP
- FTP
- DHCP Port 546 & 547
- ICMP
- IGMP
- GVRP 

Device Role Services Rules

Steve Hargis (Enterasys Networks)
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Non-Centralized / Complex Approach

X n switches

Hours to deploy!

Centralized / Intelligent Management Approach

System wide

Seconds to deploy!

Simple Administration is Paramount

Steve Hargis (Enterasys Networks)
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Pervasive Policy Enforcement

Network Policies

“MOD/TCP and OPC Protocols 
are mission critical 
communications.”

“A user or device must not use 
up too much bandwidth.”

“A typical end system should 
never be a DHCP server.”

“Only IT administrators should 
configure infrastructure 

components.” Establish Policy

D
istribute Policy

Enforce Policy

Steve Hargis (Enterasys Networks)
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End System Based – Dynamic Enforcement

What is the type of device attempting to communicate on the network?
− MAC-Based Authentication
− OUI Mask Association
− Endpoint Detection (CDP, LLDP, LLDP-MED, SIP)

Who (if anyone) is using the device?
− Web-Based Authentication
− 802.1X Authentication (Digital Certificates, Biometrics, etc.)

Based on the context of device type and user, what communications 
should be allowed?

− Enforced dynamically at the point and time of connection

Assessment
Authorization

Forced Authentication
Policy Enforcement

Steve Hargis (Enterasys Networks)



55Steve Hargis (Enterasys Networks)



56

Site L4 LAN

L2
 P

ol
ic

y 
LA

N
--

S
m

al
l P

ac
ka

ge
 L

A
N

 
Su

bn
et

L2
 P

ol
ic

y 
LA

N

IC
SS

 A
ut

om
at

on
 V

en
do

r L
2

      CP

      CP

HMI (s)

Control
Processor

Safety Network

Safety

Time 
Series

Embeded
Webs

L2
 P

ol
ic

y 
LA

N
 —

 U
til

iti
es

 a
nd

 o
th

er
 s

ys
te

m
s 

su
bn

et
 (V

es
se

l M
an

ag
em

en
t, 

Su
bs

ea
 e

tc
.)

Control

Safety 

Upstream Facility Control  Systems Design

Company
Intranet Internet

External
User

3rd Party 
Vendor 
External 

Persistent 
Connection

Remote
Role

Event
History

O’Scope

Facility Event Chronicals

Level 4 History

PI
Other Company Site 

L4 LAN

ICSS Domain

Level 3 Domain

Safety Eng.

His

Machinery 
Servers

7 56

1211
10

8 4

2
1

9 3

Time Sync

Anti Virus
Def.

File
Server
(BKUP)

Firewall

WiFi
WiMax

`

OPC DA

Advanced Alarm 
Management

TS Facility Web Portal L3.5 
Domain

Level 3.5 DMZ

Enterasys 
Matrix N
Series

Level 3 Policy LAN

Machinery
 Asset Mgt

Instrument Asset
MGT

APC (MVC etc) MVC 
Web Server

CP
Enterasys I-Series

CP
Enterasys D-Series

CP
Enterasys C-Series

Policy Admin
Enterasys NetSight

Steve Hargis (Enterasys Networks)



57

Site L4 LAN

L2
 P

ol
ic

y 
LA

N
--

S
m

al
l P

ac
ka

ge
 L

A
N

 
Su

bn
et

L2
 P

ol
ic

y 
LA

N

IC
SS

 A
ut

om
at

on
 V

en
do

r L
2

      CP

      CP

HMI (s)

Control
Processor

Safety Network

Safety

Time 
Series

Embeded
Webs

L2
 P

ol
ic

y 
LA

N
 —

 U
til

iti
es

 a
nd

 o
th

er
 s

ys
te

m
s 

su
bn

et
 (V

es
se

l M
an

ag
em

en
t, 

S
ub

se
a 

et
c.

)

Control

Safety 

Upstream Facility Control  Systems Design

Company
Intranet Internet

External
User

3rd Party 
Vendor 
External 

Persistent 
Connection

Remote
Role

Event
History

O’Scope

Facility Event Chronicals

Level 4 History

PI
Other Company Site 

L4 LAN

ICSS Domain

Level 3 Domain

Safety Eng.

His

Machinery 
Servers

7 56

1211
10

8 4

2
1

9 3

Time Sync

Anti Virus
Def.

File
Server
(BKUP)

Firewall

WiFi
WiMax

`

OPC DA

Advanced Alarm 
Management

TS Facility Web Portal L3.5 
Domain

Level 3.5 DMZ

Enterasys 
Matrix N
Series

Level 3 Policy LAN

Machinery
 Asset Mgt

Instrument Asset
MGT

APC (MVC etc) MVC 
Web Server

CP
Enterasys I-Series

CP
Enterasys D-Series

CP
Enterasys C-Series

Policy Admin
Enterasys NetSight

Centralized GUI 
management 

application for total 
network visibility and 
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Simple (click of a button) 
distribution of policy profile to all 

network policy enforcement 
points (policy-enabled switches).

Steve Hargis (Enterasys Networks)



58

Site L4 LAN

L2
 P

ol
ic

y 
LA

N
--

S
m

al
l P

ac
ka

ge
 L

A
N

 
Su

bn
et

L2
 P

ol
ic

y 
LA

N

IC
SS

 A
ut

om
at

on
 V

en
do

r L
2

      CP

      CP

HMI (s)

Control
Processor

Safety Network

Safety

Time 
Series

Embeded
Webs

L2
 P

ol
ic

y 
LA

N
 —

 U
til

iti
es

 a
nd

 o
th

er
 s

ys
te

m
s 

su
bn

et
 (V

es
se

l M
an

ag
em

en
t, 

S
ub

se
a 

et
c.

)

Control

Safety 

Upstream Facility Control  Systems Design

Company
Intranet Internet

External
User

3rd Party 
Vendor 
External 

Persistent 
Connection

Remote
Role

Event
History

O’Scope

Facility Event Chronicals

Level 4 History

PI
Other Company Site 

L4 LAN

ICSS Domain

Level 3 Domain

Safety Eng.

His

Machinery 
Servers

7 56

1211
10

8 4

2
1

9 3

Time Sync

Anti Virus
Def.

File
Server
(BKUP)

Firewall

WiFi
WiMax

`

OPC DA

Advanced Alarm 
Management

TS Facility Web Portal L3.5 
Domain

Level 3.5 DMZ

Enterasys 
Matrix N
Series

Level 3 Policy LAN

Machinery
 Asset Mgt

Instrument Asset
MGT

APC (MVC etc) MVC 
Web Server

CP
Enterasys I-Series

CP
Enterasys D-Series

CP
Enterasys C-Series

Policy Admin
Enterasys NetSight

Steve Hargis (Enterasys Networks)



59

L2
 P

ol
ic

y 
LA

N

Time 
Series

Embeded
Webs

Event
History

O’Scope

Facility Event Chronicals

Level 3 Domain

Machinery 
Servers

Enterasys 
Matrix N
Series

Machinery
 Asset Mgt

Instrument Asset
MGT

CP
Enterasys I-Series

Policy Admin
Enterasys NetSight

• Contractor connects to Level-3 network
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Enterasys Summary
Modern process control networks should be 
policy-enabled

− Physical continuity allows for robust communication options – to fully 
enable emerging process systems

− Logical segmentation – through communication policy enforcement –
maintains comprehensive security of critical systems 

Network infrastructure intelligence and centralized 
/ simple to use administration is critical to success

More detailed information in the PCSF Design 
Challenge Whitepaper

Thank You!

Steve Hargis (Enterasys Networks)
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A Call to Cross “Sector” Action
We the Process Control End-Users can be part of the problem or 
part of the solution to Secure Industrial Networks

− Secure Networks are cross “Sector” and are growing to be the most
significant and powerful control system and device network infrastructure on 
the planet

− All field bus wars end at Ethernet!
− It is imperative that  asset owners work with our industrial secure network 

suppliers and automation companies to  demand use of open standards to 
increase device & control systems security integrity

We can’t rely on the automation suppliers to be in the secure 
network business because they can’t be everything to everybody

This is a call to action and we need all “sectors” to collaborate on a 
common set of End-User open standards based requirements

Secure Network providers working with End-User & automation 
companies can provide secure solutions to address cross “Sector”
asset owners’ business requirements 

On behalf of our panel, Thank You!
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Industry Network Design
Panel Session

Additional Information
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Baseline Design Challenge Objectives
Industrial network design is policy based with only business justified 
communications allowed. No traffic other than that required to execute the mission.

Any computer can connect to the network (service company PCs) that is not 
controlled by the facility operator. They must be remediated and limited to a group 
of devices and computer(s) the service company PC access.

Security admin must be easy to administer although a security design admin sets 
up policy that the admin administers to maintain the site. Graphical management is 
strongly desired.

RADIUS and or Active Directory including domains must be addressed by the 
design

Central remote site executes the security admin designs local administration within 
business policy to allow site control within acceptable use policies
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Reference Architecture:
Common Industrial Control System
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Potential Discussion Topics:
Source: PCS Forum IND Discussion Board

“Layers of protection”
How can industrial network design contribute as a “layer of protection” to control systems recognizing control 
devices have demands and lifecycles that are different from common IT technology and refresh cycles? 
What role can diversity plan in secure networks?
What role can network segregation play?  Logical vs. Physical?
Use of IPS, vulnerability scanners, etc to protect and monitor industry networks

Legacy System protection 
What can we do in the near future to address present and legacy systems as we wait for security “built in”
and “not bolted on” or provided by external “appliances”?

Open Security Standards 
How would extending IETF RFCs approach to address control systems security standards benefit industry 
(Users and vendors) by avoiding proprietary solutions
How does industry leverage, extend or supporting existing Industrial network protocols like DNP, Modbus, 
etc.  Where are they?
NAP

Lifecycle Support and Service
How can we improve vendor patch behavior ?
How can we improve the interoperability and application of domain controllers and access domains for patch, 
anti-virus, time sync, access control lists, network & system inventory, equipment health monitoring, IDS, etc.
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Potential Discussion Topics:
Source: PCS Forum IND Discussion Board

Local, Remote and External/3rd Party Access Control 
How can we accommodate vendor service laptops coming and going from our networks securely?
How can we accomplish agent less remediation of  laptop systems from many of our service vendors?
What role can VPN and terminal services play in a secure control system architecture?
Wireless network protection
What does network access control really mean in process control networks?
What are typical compliance guidelines/mandates for end system access and communications in the process 
control network environment?

Authentication and Authorization  
How can we identify / authorize devices that do not support 802.1X and have them conform to acceptable use 
electronic policies?
How can we prevent unauthorized services from establishing themselves in our control system networks? 
What detection, response and remediation methodologies are important for machine centric and human 
centric end systems connecting to the process control network environment?

System Availability 
Upon network device failure, what technologies exist to allow rapid component replacement without advanced 
knowledge of network engineering to recover from system failures?
Auto discovery of services in use on the network and sub networks?
What detection, response and remediation methodologies are important for machine centric and human 
centric end systems connecting to the process control network environment?


