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Presentation Notes
Today we would like to ask how much you enjoy being an expert at building ever more brilliant and incrementally better solutions and devices, when only one transformative innovation might do. We are going to ask provicative questions that get at the reason for the existence of control systems and ask whether our industry and our society are asleep at the switch….headed furiously forward towards a future challenge they can never really meet, falling half way short every time.



The Power Grid Then 

Transmission: 

164,000 miles 

5% of average 
customer monthly bill 

Employs XX people 
nationwide 

Generation: 

5,253 plants  

65% of average 
customer monthly bill 

Employs XX people 
nationwide 

Distribution: 

Over 1,000,000 miles 

30% of average 
customer monthly bill 

Employs XX people 
nationwide 

Bulk Power System 

Transmission 
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Presentation Notes
What does transmission do – it efficiently moves power over longer distances from generation to consumers, it’s created the “grid” allowing power system “neighbors” to pool and share their resources to support eachother in the case of equipment failure, weather conditions, and other bad stuff.



The Power Grid Now  

• Physical Access Points Numerous and Diverse 

Bulk Power System 

Relays 

Distribution Protection System 

SCADA 

Generation 

Transmission 

Distribution 

Smart is Happening Here? 
And Here? 
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Presentation Notes
Lets take a walk down history lane for a moment to understand where we are and how we got here. We have a system of systems and components. It is one that generates and transmits and distributes. We exert our deliberate intent over the system through a collection of control devices and we inform those devices through layered networks, like the IT network which helps analyze data and develop instruction sets, and the communications layer which helps feed actionable knowledge down the control devices themselves. We guide all this within a body of carefully and painstakingly developed standards, guidelines and business processes. We have oversight systems that demand compliance at every layer. We perform all this work through a deeply complex ecology of entities and organizations composed of people. Organizations formed along the stovepipes of rigid functional structures. At each layer and in each technology, there are multiple, growing, not always understood and yet to be discovered attack surfaces and vulnerabilities which interact in interdependent ways so complex they can result in unintended consequences. Consequences which can form the elements of a nasty all hazards calculus of kinetic destruction. A world where logical threat vectors combine with all hazards idiosyncracies to spit out cross sector systems degradation or failure. We have engineered the perfect storm for brittle failure, for a black swan. We have seen the enemy and the enemy might well be the complexity we created and the complexity we acquiesce to.  Are we really that intellectually complacent?! DO we need to remain that way? Does our culture presently reward the Mr. Bean approach to fix after fix and patch after patch or……is there a better way? We went from here [show slide with Smart and DPS off] to here [slide above]. A world where Fred and his dog slept at the substation and only awoke if they had to switch a switch. To a place where a control device with embedded end points is serviced (or affected) from afar. A world racing towards the addition of (even) more distribution level connections, complex controllers, special proprietary solution sets with polices, procedures and (TFE’s!) to match….A world racing towards more fuzzzy, blurry lines between frontiers of networks, electronic perimeters and physical security perimeters with telephonic weakness. Yes one layer is the physical layer and it has changed. A bit. We might ask whether it has changed in ways amenable to reliability and the true security that delivers it. One might ask if the level of effort delivers the optimal value we should expect from a system commensurate with our own professed technical prowess. We could get off our duffs, wake up and look at things in a new way.



IT/Communications Systems -- Then 



• Cyber Access Points Numerous and Diverse 

Smart is Happening Here? 

And Here? 

And Here? 

IT/Communications Systems Now 
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Our physical system needs to share information and obtain a message, and those messages are exchanged by our communications systems and networks. DO you think our history here has been any better? Do you think an attack surface or two comes to mind? And how relevant, really….how needed, really….is each attack surface and the component or system it rides on to enhancing grid performance and reliability directly. How central are these peripheral systems to the operational outcomes we really require. Or further….how much are they really costing us at the level of the entity, and at the level of society. One might ask what their true cost is?



Organizational/Operational Components - Then 

Vertically Integrated Utility 

Presenter
Presentation Notes
All those messages and systems and devices are organized around a complex mix of organizations, organizational structures and automation…..We have all kinds of entities doing all kinds of things and each one has unique policies, oversight, processes and automation environments. Taken together, this layer might be termed the operational components layer or the organizational layer.



Organizational/Operational Components - Now 

Presenter
Presentation Notes
All those messages and systems and devices are organized around a complex mix of organizations, organizational structures and automation…..We have all kinds of entities doing all kinds of things and each one has unique policies, oversight, processes and automation environments. Taken together, this layer might be termed the operational components layer or the organizational layer.



NIST 

IEEE 

Regulations, Standards, Best practices - Then 
ANSI, 
ASME 

Presenter
Presentation Notes
Organizations play on a playing field ruled by standards, policies, guidelines, compliance audits and the regulatory and oversight components that enable them. This graphic doesn’t even include many other things, like NSTR 7628 etc…so, non-exhaustive depiction here, but you get the idea….in fact, chances are you live it everyday!



IEC-61850 

                                                          SAE Standards (PHEV) 

AMI-SEC 

NERC CIP  NASPINet 
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Regulations, Standards, Best practices - Now 
ANSI, 
ASME 
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Presentation Notes
Organizations play on a playing field ruled by standards, policies, guidelines, compliance audits and the regulatory and oversight components that enable them. This graphic doesn’t even include many other things, like NSTR 7628 etc…so, non-exhaustive depiction here, but you get the idea….in fact, chances are you live it everyday!



IEC-61850 

                                                          SAE Standards (PHEV) 
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Two Domain Overlay 
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Presentation Notes
So what do we get when we put them all together. Layer on top of layer. What we get is this. This is our grid and this is our world. We have already chosen to accept it thusfar. But must we accept it going forward? Must we accept it without considering the prospect that there is a better way? A better way to direct, encourage, and target our own perception of the challenge, the solution set, and the business benefits of seeking better way? Does our own blind acceptance of continued incremental innovation take the talent and energy away from prospectively better solutions which accomplish our goals better, cheaper, faster, more thoroughtly and more sustainably? If we want a grid that features reliability, then we should not fear putting each layer to the test to see whether it really delivers value, the best business case for level of effort expended. If we distill the requirements down to what we really seek at grid control levels, it becomes quickly clear that the legacy layers above it should be under harsh questioning. THE TAKE AWAY QUESTION HERE IS HOW DO WE REDUCE COMPLEXITY, because complexity is clearly not our friend. It doesn’t contribute to a more reliable grid. It fights it. At our, (SUBSTANTIAL!)  cost. We pay coming because we pay directly for every layer of complexity we created. We pay a second time because these layers are petrie dishes for the growth of new attack surfaces and new interdependencies which are not understood but can, and have, contributed to negative consequence addition. We pay again because our development work teaches our saavy enemies. And we pay again because the layers consume our intellectual interest, talent, financial resources and workforce availability to perform other, potentially higher value activity. This, my friends, is the consummate bad deal. And it is self inflicted.



DOMAINS OF COMPLEXITY 

1970 1970 1970 1970 

2011 2011 2011 2011 

2050? 

Physical IT ?Comms Org, Ops Process 

2050? 2050? 2050? 
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Presentation Notes
Here is how we got to where we are today. Back in the 70’s Fred and his dog at the substation. When the switch was flipped, it was a physically intimate act. Then came network controls at a distance and Fred went to work for the contractor in an air-conditioned central facility, sans dog. More distributed control systems with communications end points meant more attack surfaces and the need for the industry to address them. The future holds yet more patches, and fixes and incrementally elegant designs….but along the way, what is the cost…..and what does it really contribute to the end goal of reliability? How needed are all these extra things? The IT world didn’t really exert a large impact on the grid back in the fifties or even the seventies…..most control systems were not overly dependent nor exposed, nor complicated…..most infrastructure was old and legacy…..few threat actors and vectors were out there in scale and animated in drive like they are today…..By 2011, business system frontiers bump up against control system frontiers, new route paths form, new patches come along and new designs incrementally improve….all are playing this cat and mouse game in an environment where the enemy has grown in scale and complexity and good guys defend many while bad guys need just one or few wins…..in an environment where bad guys grow in number and sophistication… where stealth and chronology allow advacned and persistent threats to outpace the ability for standards to reach consensus to address them, compliance to solve them, patch mitigation to beat their scale or complexity and societies to realize that slow exfiltration en masse could be sliced, diced, analyzed and arrayed---AGAINST US  in in conjunction with all hazards force multipliers at the time and place of our adversary’s choosing….where does the future find us as we continue to mitigate like the very best instrumentalist, while their legion grows in scale, number, and skill set maturity during a period of simultaneous exponential growth in attack surface proliferation and interdependency of our own creation?! Organizational structures have shared the same trajectory. Old days, straight line functional hierarchy stovepipes. New days: more and more entities, layers, matrix managed and automation dependent systems that act together to deliver reliability, but is it our best reliability and is it a durable reliability into the future. And where you find an organization with an important role, a regulatory regime and enabling processes within a body of standards and oversight organizations can not be far behind. We now have standards, processes, guidelines, business practices and they all continue to grow in scale, layers, complexity, exceptions and proprietary non parity…..making even the simplest systems level solution an exercise in, well….you remember that old game twister?



Threats Trending to Complexity 
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The Green curve shows the knowledge level needed to execute the attack.
Red line shows the complexity of the attacks.
Because industry is turning toward COTS IT solutions (MS, Linux, etc.) the zone of defense is changing.
The SCADA systems are just growing in interest to the attacker community.
When hacking first became a problem in the 80’s and early 90s, attackers had to be both skilled with, and knowledgeable about systems they went after. It was often the case that the required skill of the hacker had to be substantial even to develop rudimentary attacks. Defenses were simple, and the software that hackers used for their attacks was not very sophisticated. Since the mid 90’s, the Information Technology “arms race” has drastically changed the complexity of attacks. 
Corporate IT networks now face some of the most complex code ever written.  On top of that, attackers no longer have to be highly skilled because many of the best tools have been packaged into simple plug and play programs.  (Metasploit)
Control systems are now beginning to leverage interoperability and open systems connectivity, and as such are moving away from the historical model of complete isolation. But in doing this, the technology being used is still tends to be of legacy status, and so the associated defenses required are not compatible with the scope and severity of modern day attacks. In a more general definition, the current mid-90’s technology profile in SCADA and control system environments is trying to combat 21st century attacks…the defenses have not evolved as quickly those in the corporate IT world, and most are still 10 years behind the current level of exploit technology.
Because of the rapid integration of technology and networks between Corporate IT and Control systems, there is now a huge gap in between the defenses on control system networks and the capacity for attack against them.    





DOMAINS OF COMPLEXITY 

1970 

2011 

2050? 
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BLUF: Where we are and where it leads… 

Physical 
• Was manual 
• Is automated, 

intelligent 

IT/Comms 
• Was pt to pt linear 
• Is packet based, 

complex 

Human 
Organizational 
• Was functional single 

company 
• Is an ecosystem of 27 

plus structures, many 
differentiated and 
overlapping roles 

Regulatory and Oversight 
• Was limited, linear, simple 
• Is nuanced, comprehensive, 

high LOE, detailed, high 
visibility 

Threat 
• Was not a key driver, unknown 

or non-existent 
• Is advanced, persistent, scaling 

up, global impact reach, many 
headed, all hazrds, risk 
managed, prime catalyst for 
security concern 

Sum of forces 
• Was not a factor in business 

case, cost driven, ROI formula 
aiming for efficiency 

• Is central 
• Is growing  
• Is still being assessed and 

analyzed for understanding 
• Is driving cost and complexity 
• Appears unrelenting and 

growing, Tipping Point near 

Whether hyperbolic or straight line, 
chances are we can all accept that 
these are all going in one 
direction….complexity is rising, and 
every time we rise up to meet it, we 
remain only halfway there ZENO’s 
PARADOX! 

New 
Transformative 
Game: Simplify 
here and reduce 
complexity for all 
elements to the 
right… 

-No OS stack 
-No attachment to controls 
-Control vendors sell machines that 
make the controls 
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So…We have gone from a world where circuits were flipped manually, where substations were roadside motels with a cot, to a place where vendors and companies provide service from afar. A place where analysis and delivery of data is simply the routine way of doing business in a model driven by efficiency but increasingly susceptible to security risk in the aggregate. It’s a massive glom of overlayed IT systems with growing stacks of patches and updates, of packet based redunadant and unpredicably routed data destined for penetrable firewall piercing transmissions and borne of configuration management gestation in need of discipline and incremental improvement. The IT and comms overlays are simply a means to an end for the many executive control and oversight functions of an increasingly complex organizational environment. As attack surfaces grow exponentially across IT/Comms networks which “enable” these functions, the bodies needed to maintain them also grow and expand, adding costs and complexity along the way. All the while, bad actors of instituional and individual power continue to attack, penetrate, exfiltrate and collect a massive storehouse of data prospectively invested to a purpose of malintent. Indeed, they become more advanced and more persistent, more successful and more costly to defend against as they wait for the perfect all hazards storm window to launch the next or the massive only cyber attack they might need….meanwhile we toil under an incremental task list that chases the sum forces of the end game but never truly catches it…..we toil, and we win battles, but lose the essential war of providing affordable, reliable life sustaining and mission critical power to our society….when we could have just stopped, thought for a bit, and noticed a coming tipping point of complexity that was heading beyond reach….we could have asked the essential question, “How can we deal with the complexity?”



AVOID 

• Brittle Failure 

• Black Swan Events 

 

 …use transformative change instead to reduce 
complexity resulting in improved resilience 
 
 …step up to: 
 
  -self regulating 
  -self healing 
  -secure system of systems 



Place to Start 

• Vulnerability Analysis of Energy Delivery Control 
Systems report, prepared by  
– Idaho National Laboratory,  

• describes the common vulnerabilities 
• recommendations for vendors and owners of those systems 

to identify and reduce those risks.  

• Roadmap to Achieve Energy Delivery Systems 
Cybersecurity – 2011 

• Draft Cross-Sector Roadmap for Cybersecurity of 
Control Systems  
– ICSKWG Roadmap Sub group 

 
 



Place to Collaborate 

• Let’s let the ICSJWG Roadmap become that centerpiece for 
virtually all of the activities of the ICSJWG 
– Roadmap to Secure Industrial Control Systems:  Address cyber 

risk management within control systems environments.  
– Vendor Subgroup: Information sharing between vendors, 

owners and operators, and other organizations involved in 
securing ICS.  

– Workforce Development Subgroup: Develop recommendations 
to enhance or create a newly focused workforce of the future 
for ICS.  

– International Subgroup: Enhancing international collaboration 
– Research and Development Subgroup: The Research and 

Development Subgroup will identify existing and planned R&D 
needs 

 



Pointers to a Solution Set 

• Transformationalists usually look broadly to 
inform their thinking 
– Embedded Modular ICS Devices 
– Focus on essential control, self-sustenance, fail safe 

intelligence, selective updatability, and disposability 
– Informed by biologic resilience, differentiation and 

contribution to dynamic systemic stasis at the cellular 
level 

– Blasts apart consolidated attack surface target model 
and replaces it with risk managed constellation of low 
impact targets 

Presenter
Presentation Notes
If we invest our thought, energy and resources at the level of the physical grid to endow it with the control properties and outcomes sought by an ever more complex layer of IT/Comms networks and organizational structures…then we can…..DRUMROLL Please…..reduce all complexity and associated costs to the right (see ppt chart 2)…..To really do this, we need to isolate and understand the essentials of what we ask our control systems to do, and the characteristics we expect them to play as they do it….we need to understand and focus with clarity on the outcomes we want…the reason for our massive legacy investments in all things right of physical control….by doing so we n=know the elements of the recipe needed for solution…..a few of them are KNOWNS….we know we need control, local system awareness, self-sustainability or the ability to control themselves at the ICS device level enough to maintain themselves and preferably the grid around them…they need to be updatable, not for everything but for the most common and pragmatic things….we might look to our own cells for design advice….they self modulate, they differentiate, they carry replicable messages of essential form and design, and they all play a role that contributes to system level health by leveraging substantial local sovereignty….taken together, we can eliminate and reduce, and mitigate, the many existing and new, growing attack surfaces out there…..



Two Worlds 

Now 
• Layers of infrastructure 
• Layers of interdependency 
• Layers of cost and complexity 
• Incremental reaction 
• Calculus favors attacker –one/few 

wins versus many wins 
• Exponential threat surface growth 
• Bad actor workforce development, 

skills improvement, capacity 
improvement, ROI impact 
improvement 

• Disparate and proprietary systems 
and elements lack security parity 

• They are winning! 

Future 
• Pinpoint prioritization to eliminate layers 
• Novel, transformative solutions 
• Emphasis on means to goal achievement 
• Sustainable, lifecycle cost effectiveness, 

reduced societal cost, Moore’s Law 
• Approach inspired by biological self repair 

and resilience 
• Differentiated device support t grid system of 

systems level 
• Deterministic, end point elimination 
• Potential control device modularity and 

simplicity 
• Potential micro level hardware with 

embedded knowledge 
• Modular, non-connected, disposable devices 
• We shift from “old” (read “losing”) to “new” 

(read “winning”) game 
• GAME ON! 
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Presentation Notes
By adopting the right perceptual lens, identifying our systems requirements and prioritizing our applied activity accordingly, we can go from one world to another. We can transform the equation through deliberate intent. Someday, maybe we can laugh and say, “that was us then” and “this is us now.”



Broadly, two strategic choices: 

• Old Game. The one we now play. A treadmill of incremental, 
disparate improvements against a wall of advancing threat 
actor knowledge, attack surface proliferation, and 
increasingly high payoff impact for comparatively smaller 
asymmetric investment by the “bad guys.” 

• New Game. The one we could shift to, seizing the upper 
hand. Casting aside “incrementalism” (a game we know we 
are losing) in exchange for “transformationalism” (a game 
whose course we determine, applied at the time of our 
choosing- a game which leaves the “bad guys” no choice but 
to play on the field we offer with the constraints we 
demand). 

Presenter
Presentation Notes
To put a wrap on things…By applying our own deliberate intent on the continental BPS, we can control whether we head down a path of incremental improvements like the status quo, or perform a head fake on threat actors by changing the game on them to one where the rules are better skewed in our own favor, resulting in a strategic competitive advantage at simultaneously reduced cost. If I leave you with one question….it is how do we reduce complexity?



How ICSJWG Can Help 

• let the ICSJWG Roadmap become that centerpiece for 
virtually all of the activities of the ICSJWG 
– Roadmap to Secure Industrial Control Systems:  Address cyber 

risk management within control systems environments.  
– Vendor Subgroup: Information sharing between vendors, 

owners and operators, and other organizations involved in 
securing ICS.  

– Workforce Development Subgroup: Develop recommendations 
to enhance or create a newly focused workforce of the future 
for ICS.  

– International Subgroup: Enhancing international collaboration 
– Research and Development Subgroup: The Research and 

Development Subgroup will identify existing and planned R&D 
needs 

 


