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Trusted Computing Group

 Industry standards group
 More than 100 member organizations
 Includes large vendors, small vendors, customers, etc.
 Includes product certification program for standards compliance

 Goal:
 Help users protect their information (data, passwords, keys, etc.) 

from compromise due to external software attack and physical 
theft.

 Mission:
 Develop, define, and promote open specifications for trusted 

computing and security
 For hardware building blocks and software interfaces
 For multiple platforms, peripherals and devices

Presenter
Presentation Notes
TNC is an open architecture for network security. It’s completely vendor-neutral. Lots of vendors supporting it, as you’ll see. The original focus of TNC was NAC but now it’s really expanded to support any kind of network security coordination. If you’re not sure what NAC is, we’ll cover that in a second. For now, the main point here is that TNC defines open standard for network security so that customers can take security products from several different vendors and have them work together. TNC is well established and widely used. There’s a full set of TNC standards available to all on the TCG web site, there are dozens of products that implement those standards, and hundreds of happy customers are using those products. Where does all this goodness come from? Well, the TNC standards were developed by the Trusted Computing Group or TCG, an industry standards group focussed on secure computing (or “trusted computing”, as we prefer to call it). The TCG has more than a hundred members, including all the large vendors in high tech and lots of the small vendors as well as a few forward-thinking customers like Boeing and the NSA.
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Presenter
Presentation Notes
This slide shows the areas where TCG is developing standards. Each image corresponds to a TCG work group. In order to understand Trusted Network Connect, it’s best to look at it in context with the other TCG standards.

We’ll start with Security Hardware since that’s where TCG started. TCG started by defining standards for a hardware security module called the Trusted Platform Module or TPM. The goal with TPM is to make ALL of the devices we use every day trustworthy. And the only solid basis for a trustworthy device is trustworthy hardware, the TPM. Without TPM, systems are always susceptible to viruses and worms and other nasty infections. TPM lets us stop those infections and keep our devices secure.

Most of the other TCG work groups are applications of the TPM. For example, the Desktops and Notebooks group defines standards for using the TPM to make desktop and notebook PCs more secure. The Server group works on making servers more secure with TPM. The Infrastructure group defines standards for managing and supporting TPMs. Applications looks at how software applications can use the TPM. Storage works on making storage devices more secure. Authentication defines ways for users to authenticate to their TPM to get access to their PCs (like biometrics and passwords). Mobile Phone defines standards for security on mobile phones. Virtualized environments must also be secured so we have a Work Group in that area. Printers and other imaging devices handle confidential data all the time so we must make sure they cannot be infected. And finally, Network Security. That’s Trusted Network Connect or TNC, the subject of this talk.

Now before we go any farther, let me explain that TNC does not require a TPM to function. We recommend the use of a TPM for the strongest assurance levels but TNC does not require a TPM. TNC works with whatever you’ve got on your network and makes it all more secure.
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Trusted Network Connect (TNC)

• Open Architecture for Network Access Control (NAC)
 Completely vendor-neutral
 Strong security through trusted computing

• Open Standards for NAC
 Full set of specifications available to all
 Products shipping for more than four years

Presenter
Presentation Notes
TNC is an open architecture for network access control. If you’re not sure what NAC is, we’ll cover that in a second. For now, the main point here is that TNC defines open standard for NAC so that customers can take products from several different vendors and put them together into a NAC solution. TNC is a well established and widely used. There’s a full set of TNC standards available to all on the TCG web site, there are dozens of products that implement those standards, and hundreds of happy customers are using those products. Where does all this goodness come from? Well, the TNC standards were developed by the Trusted Computing Group or TCG, an industry standards group focussed on secure computing (or “trusted computing”, as we prefer to call it). The TCG has more than a hundred members, including all the large vendors in high tech and lots of the small vendors as well as a few forward-thinking customers like Boeing and the NSA.
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Why NAC Matters for ICS & SCADA

Controllers and Control Protocols have very 
weak authentication/authorization

• “If you can Ping it, you can own it”
• Need to be sure exactly what is on the control 

network
• Need to be sure they are behaving well 

(Infected with Stuxnet anyone?)
• How do we do that with existing technology?
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Example NAC Policy

To Access the Control Network...

• User Must Be Authenticated and Authorized
• With Identity Management System and AAA services

• Endpoint Must Be Healthy
• Anti-Virus software running and properly configured
• Recent scan shows no malware
• Personal Firewall running and properly configured
• Patches up-to-date

• Behavior Must Be Acceptable
• No port scanning, sending illegal traffic, etc.
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 Crawlers are mobile manufacturing platforms full of 
PLCs and HMIs
 As they move they have different roles and access 

rights
 Relevant data includes:

 Auth Tokens/Certs
 Crawler position
 Activities
 Network conditions

Real Life Example

Presenter
Presentation Notes
The initial implementation of this Endbox architecture was done in Boeing’s Everett factory in order to secure provide wireless connectivity for new “moving line” tools while protecting them from our own Intranet. These so-called “crawlers” carry large structures for the 777 airplane structures around the final assembly area. While other technical solutions are possible (e.g., creating a separate SSID/VLAN for the crawler WiFi radios), this was a chance to begin to better understand the requirements of a standards-track solution that could be replicated across our many manufacturing settings to improve consistency and reliability while reducing the costs of deployment and operation.

The success of this pilot activity led to a desire to help drive the relevant public standards development activities that would encourage the emergence of a healthy community of suppliers who can meet this need in an interoperable fashion that interacts well with Enterprise wired/wireless network infrastructure. The start of the ISA100.15 WG in February, 2009  and our continuing participation in this activity has been particularly important to achieving this goal as we together better understand the large amount of common needs across a much wider consumer base, including oil/gas, automotive, energy generation & transmission, etc.
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TNC Architecture
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Presenter
Presentation Notes
What about monitoring behavior? Well, there are a huge number of devices already deployed in our networks to monitor behavior: Intrusion Detection Systems, Leakage Detection Systems, and so on. The TNC architecture lets you integrate all those existing systems with your NAC system.

[click] This integration uses a Metadata Access Point, which is basically a database that stores information about who’s on your network, what device they’re using, what their behavior is, and all sorts of other information. I’ll show you more about this in a second but for now let’s just say that your existing security systems use this Metadata Access Point or MAP to integrate with each other and with your NAC system.
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TNC Architecture
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Presenter
Presentation Notes
[Note: there are two different ways to present this slide. For non-technical audiences, use the first approach which talks about the functions of the TNC standards. For technical audiences with experience in network security, you can use the second approach which relates the TNC standards to existing standards.]

[First approach] This slide shows you the complete TNC architecture with all of the standards. Each dotted line is a standard. So you see that we have standard protocols between the Access Requestor and the Policy Decision Point [use laser pointer to highlight IF-M, IF-TNCCS, and IF-T] to ensure that a device from one vendor can be health checked by a Policy Decision Point from another vendor. And we have other standards to ensure compatibility with a variety of different Policy Enforcement Points [wave at IF-PEP], a variety of different client and server security software packages [wave at IF-IMC and IF-IMV], TPM support [wave at IF-PTS], and integration with all your other network security products like intrusion detection and leakage detection [wave at IF-MAP]. Now let’s move on to the next slide and look at how TNC and TPM can be used together. [click mouse several times to step through builds and on to next slide]

[Second approach] This slide shows you the complete TNC architecture with all of the standards. Each dotted line is a standard. As you can see, the names of the standards all begin with IF- [pronounced eye-eff dash]. That’s because these are abstract interfaces between architectural components. We also define specific bindings for these interfaces that define a specific protocol or API for an interface. Let me give you an example. [click to remove everything but three boxes. This shows the lowest level of a TNC handshake. If you’re familiar with authorization, you’ll see that this is a classic AAA [pronounced triple A] model, like RADIUS and Diameter and the ISO access control model. That’s not accidental. TNC doesn’t define a new AAA model. It just extends the old ones to include a new element, integrity or health. Instead of just sending identity information to the PDP, the Access Requestor sends identity AND health information. The PDP uses that information to decide what access should be granted and sends the instructions to the PEP. That’s just like RADIUS and EAP [pronounced eep]. And, in fact, the first transport that we defined was IF-T [pronounced eye eff tee] for Tunneled EAP Methods, which defines how to carry a TNC exchange across EAP. Since EAP is widely used in 802.1X and other systems, this transport works in many environments. Our first binding for IF-PEP [pronounced eye eff pep] was a RADIUS binding since RADIUS is so widely used. Almost any network device that does authentication supports RADIUS so this gave us a lot of options for enforcement.

[click to add IF-TNCCS] On top of the transport, we added a session layer protocol to manager the handshake.

[click to add IF-M] And on top of that, we added an application layer protocol for the messages sent between health check plug-ins on the client called IMCs [eye em sees] and verifier plug-ins on the server called IMVs [eye em vees]. So this is a layered protocol architecture like HTTPS [aych tee tee pee ess], which has HTTP over TLS over TCP over IP. Oh, yes. And we defined standard APIs on the client and server so it’s easy to add new health check plug-ins.

[click to add IF-PTS] Finally, we added a standard API for integrating TPM support into a TNC system.

[click to add IF-MAP] And we added a standard protocol for accessing the Metadata Access Point. That protocol, IF-MAP [eye eff map] is a SOAP based protocol for publishing data to the MAP [map] and querying or subscribing to get data from it. Any questions?
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What is “Security Metadata”?

• Metadata =  Data about other data
• A file’s name and size are metadata about the 

file’s data (the content)
• “A picture of a car” is descriptive metadata about a 

file containing an image of a car
• Network security metadata describes attributes 

of network flows and associated principals:
• “Who” is associated with what data flows?
• What credentials were used?
• What policy decisions have been made?
• Recent “unusual” behaviors? 
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Coordination Challenge

• Security infrastructure is complex, heterogenous, and 
usually distributed

• Large, real-time data flows between infrastructure 
components

• Needed for coordination between Sensors, Flow Controllers, 
PDP’s, etc.

• Components often interested in different patterns & events
• Timely routing and reliability of delivery of this data is 

critical for coordination

Simple connectivity is insufficient for good coordination
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MAP: Metadata Access Point

• Why create a new protocol instead of
using existing capabilities?

• E.g., relational databases or directories?

• The answer lies in the nature of the 
coordination problem and strengths and 
weaknesses of each possible approach

• Coordination data is loosely structured and 
changes frequently

• Infrastructure elements interested in different 
attributes and patterns
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MAP: Metadata Access Point

• MAP is specifically designed to fit the security 
coordination use case
 Optimized for loosely structured metadata
 Publish/Subscribe capability for asynchronous searches
 Highly scalable architecture

 Based on the assumption that you will never 
find the data relation schema to satisfy all 
needs

 Need to move forward in spite of a lack of full relation 
specifications
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Properties of Security Coordination

1. Lots of real-time data 
writes

2. Unstructured 
relationships

3. Diverse interest in 
changes to the current 
state as they occur

4. Distributed data 
producers & consumers

Relational Database

LDAP Directory

MAP Database
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More Wrong Ways

• SNMP
• Syslog
• LDAP
• Telnet
• SSH
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MAP Element Model

Model Components:

Important Properties:

 All identifiers and links exist implicitly, but have no 
meaning until metadata is attached to them
 Identifier and Metadata types are defined in XML schemas
 Metadata in particular is designed to be extensible

Identifiers
All objects are represented by unique 
identifiers

Links Connote relations between pairs of objects

Metadata
Attribute containers attached to Identifiers or 
Links
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The 3 IF- MAP Access Operations

Publish:
 Clients store metadata into MAP for others to see

 Example:  Authentication server publishes when a user logs in (or out)

Search:
 Clients retrieve published metadata associated with a particular 

identifier and linked identifiers
 Example: An application can request the current physical location of the 

user or device

Subscribe:
 Clients request asynchronous results for searches that match 

when others publish new metadata
 Example:  Tell me when any user’s status goes from “employee” to 

“terminated”

Tell others that…<metadata…>

Tell me when…match(metadata 
pattern)

Tell me now if…match(metadata 
pattern)
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Remote Access Use Scenario

1. Initial setup:
a) HR publishes its metadata 

to MAP. This will the one 
side of the links it will later 
create for each employee.

b) Servers each subscribe to a 
pattern that will match 
newly added employees

VPN Server

identifier = “dns-name[name=hr.corp.myco.com]”
match-links = “employee-attribute[name=“active]
max-depth = “1” result-filter = “distinguished-name”

dns-name = 
hr.corp.myco.com

content-owner 
= hr-dept,
contact = 
123-456-

7890

Presenter
Presentation Notes
Three actors: (1) A client (supplicant)
	(2) An admittance control device (Ethernet switch or WiFi AP)
	(3) A DHCP server
	(4) A RADIUS server

Steps:
Client connects to admittance controller, establishes link and broadcasts a DHCP request


Note: The MAP graph is emergent in nature
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Remote Access Use Scenario

2. New Employee:
a) HR publishes an “employee-

attribute=active” metadata 
link between itself and new 
employee’s identifier

b) VPN Server gets notification 
of new employee due to its 
subscription

c) VPN Server creates a new 
user account

dns-name = 
hr.corp.myco.com

content-owner 
= hr-dept,
contact = 
123-456-

7890

distinguished-name 
= Fred.Smith

C=US, O=myco
OU=people
CN=12534

employee-attribute 
= active

VPNServer

identifier = “dns-name[name=hr.corp.myco.com]”
match-links = “employee-attribute[name=“active]
max-depth = “1” result-filter = “distinguished-name”

Presenter
Presentation Notes
Three actors: (1) A client (supplicant)
	(2) An admittance control device (Ethernet switch or WiFi AP)
	(3) A DHCP server
	

Steps:
Client connects to admittance controller, establishes link and broadcasts a DHCP request


Note: The MAP graph is emergent in nature
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Remote Access Use Scenario

3. Other Data:
a) Related identifier and link 

metadata published by 
others.

b) VPN Server gets role of 
employee from ICS system 
published metadata

c) VPN Server gets location of 
employee from GPS sensor 
published metadata

dns-name = 
hr.corp.myco.com

content-owner 
= hr-dept,
contact = 
123-456-

7890

distinguished-name 
= Fred.Smith

C=US, O=myco
OU=people
CN=12534

employee-attribute 
= active

ServerVPN

identifier = “dns-name[name=hr.corp.myco.com]”
match-links = “employee-attribute[name=“active”]
match-links = “employee-location[name=”CntrlRm”]

role = 
access-SCADA-
maint-allowed

Location = CntrlRm , 
login-status = allowed

Presenter
Presentation Notes
Three actors: (1) A client (supplicant)
	(2) An admittance control device (Ethernet switch or WiFi AP)
	(3) A DHCP server
	(4) A RADIUS server

Steps:
Client connects to admittance controller, establishes link and broadcasts a DHCP request


Note: The MAP graph is emergent in nature
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Benefits

Stronger security

Presenter
Presentation Notes
We can use multiple slides for this if needed.

First bullet point is 

.Have three different users Bad user, User with tie, Male or female user.

. Faster Response has a Juniper little gremlin (Firewall Security Virus)

 More Flexibility 
Identity Aware Access Use Juniper user getting access but someone that doesn’t
Encapsulate legacy systems We can use Juniper Icon Atts server

Single Security Policy (small script goes from MAP to all components) Use paper with message on it going to map and then to all the systems


Product Choice (different logos appear on different components)
IBM to servers, Microsoft to clients, Juniper on networking gear.
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Faster Response

Benefits

Presenter
Presentation Notes
We can use multiple slides for this if needed.

First bullet point is 

.Have three different users Bad user, User with tie, Male or female user.

. Faster Response has a Juniper little gremlin (Firewall Security Virus)

 More Flexibility 
Identity Aware Access Use Juniper user getting access but someone that doesn’t
Encapsulate legacy systems We can use Juniper Icon Atts server

Single Security Policy (small script goes from MAP to all components) Use paper with message on it going to map and then to all the systems


Product Choice (different logos appear on different components)
IBM to servers, Microsoft to clients, Juniper on networking gear.
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More flexibility

Benefits

Presenter
Presentation Notes
We can use multiple slides for this if needed.

First bullet point is 

.Have three different users Bad user, User with tie, Male or female user.

. Faster Response has a Juniper little gremlin (Firewall Security Virus)

 More Flexibility 
Identity Aware Access Use Juniper user getting access but someone that doesn’t
Encapsulate legacy systems We can use Juniper Icon Atts server

Single Security Policy (small script goes from MAP to all components) Use paper with message on it going to map and then to all the systems


Product Choice (different logos appear on different components)
IBM to servers, Microsoft to clients, Juniper on networking gear.
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Single security policy

Benefits

Presenter
Presentation Notes
We can use multiple slides for this if needed.

First bullet point is 

.Have three different users Bad user, User with tie, Male or female user.

. Faster Response has a Juniper little gremlin (Firewall Security Virus)

 More Flexibility 
Identity Aware Access Use Juniper user getting access but someone that doesn’t
Encapsulate legacy systems We can use Juniper Icon Atts server

Single Security Policy (small script goes from MAP to all components) Use paper with message on it going to map and then to all the systems


Product Choice (different logos appear on different components)
IBM to servers, Microsoft to clients, Juniper on networking gear.
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Beyond NAC: The Larger Security Picture

Network
Infrastructure

Data

Application

Platform

Data

Application

Platform

MAP was designed for the TNC NAC use case…
but other use cases have much of the same coordination needs.

TNC NAC
Use Case
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Other Uses of Metadata & MAP

Extensions of the Security Use case:

• Combined physical security and SCADA cyber security
• Convergence of IT networks/security and industrial 

controls security
Location Services:

• Coordination of supply chains and process flow across one 
or more Enterprises

Process/Event coordination:

• Too many business process today are coordinated 
synchronously or (worse yet) open loop

• The asynchronous Pub/Sub notification capability built into 
the MAP database can give us a new coordination pattern 
for many business processes
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Event Coordination Example

• Scenario:
• Employee leaves company, recorded as change in 

status in HR database from active to inactive

• Question:
• How are perimeter security services notified?
• How are all the various SCADA/ICS applications 

and servers notified?
• How are suppliers and partners notified?

• Big coordination problem…
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Event Coordination Example

• The “old” way:
• All need-to-know servers and applications poll the 

HR database periodically (daily?) and carefully look 
for changes

• Raises issues related to access control, PII, 
timeliness, and performance

• Requires careful engineering of all 
interconnected systems. Changes in HR 
system ripple out to all others!

• What does this imply for future reliability and 
scalability? What about acquisition and 
divestitures?



Copyright© 2009 Trusted Computing Group – Other names and brands are properties of their respective owners. 

Event Coordination Example

• The “new” way:
• HR publishes employee identifiers and status 

metadata to MAP
• All “interested” applications subscribe to metadata 

updates that result in “status” changing to 
“inactive”

• This may include suppliers and partners
• HR need not publish other, more sensitive 

information (PII, etc.)
• Scales well in the face of many applications

Many systems can coordinate through MAP 
with no knowledge of each other’s API’s
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Public Key Infrastructure for SCADA

• Full lifecycle management for cryptographic 
identities must be
 Secure
 Scalable
 Robust

• Embedded systems are particularly sensitive to 
this issue (E.g., certificate expiry or revocation)

• Working on automating much of the identity 
lifecycle management using coordination 
through IF-MAP

x.509 
Certificate
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Example #2: ISA100.15 Back Haul

Goal: Secure ICS comms over untrusted links
 Specifically includes multiple wireless technologies
 WG Title: “Wireless Backhaul”

Use cases drawn from users in Oil/Gas, Energy, and Manufacturing
 Satisfy both distributed SCADA and SCADA over in-plant network 

services 
Participants:
 ExxonMobile, Shell, GE, Boeing, etc.
 Honeywell, Siemens, Yokogawa, Cisco, etc.
 Cooperation activity with Fieldbus Foundation
 Collaboration with Security & Embedded Systems Forums at The 

Open Group
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ISA100.15 Requirements

Documented Requirements include:
A/I/C assurance
Certificate-based authentication
Dynamic policy tied to certificate identities
 Scalable, Manageable, Interoperable
Compatible with standard link technologies
 WiFi, WiMAX, Cellular, SatComm, microwave, etc.
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ISA100.15 Functional Goals

Ops Center Field DCS'

Untrusted 
Backhaul
Network

Field Worker

IP
 o

ve
r B
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E
th
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t

Backhaul Connectivity
• Any link type: Ethernet, Cell, WiFi, 

WiMax, SatCom, etc.
• Backhaul authentication

Protection
• Authentication
• Confidentiality
• Integrity
• Policy Enforcement 

Transparency
• Existing ICS protocols
• Layer 2 VPN
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Summary

• TCG & TNC-WG
• NAC Security and Security Metadata

• MAP
• Why do we need it, its architecture, an example 

and its current state

• SCADA & ICS
• Other uses of MAP and Metadata, and operational 

approach

Simple connectivity is insufficient for good coordination

A published standard for data and event coordination
with many users and interoperable products

MAP can help in many SCADA/ICS use cases where 
coordination is a key requirement
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Contact Information

• Trusted Computing Group:
• http://www.trustedcomputinggroup.org

• Trusted Network Connect Working Group:
• http://www.trustedcomputinggroup.org/developers/trusted_network
_connect/

Eric Byres
eric@tofinosecurity.com
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